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MDPs and POMDPs

Markov Decision Process

● Agent receives state s
● s is the true system state 

Partially Observable Markov Decision Process

● Agent receives observation o 
● o only partial description of system state
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Recurrency helps to “narrow the gap” between Q(s,a) and  Q(o,a)



Q-Learning
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Deep Q-Learning
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Deep Q-Learning
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Putting the R in DRQN
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Putting the R in DRQN 

first fully connected layer is 
replaced with LSTM
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Putting the R in DRQN

Bootstrapped Random Updates

● Sample sequences of length k 
● Hidden state zeroed at start of 

update 
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Questions?



Flickering Atari
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Results
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Standard Atari
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Standard Atari Results
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MDP to POMDP Generalization
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Benjamini-Hochberg Procedure

Problem: Multiple hypothesis testing can result in false positives

Solution: Adjust p-values so that the % of false positives is controlled

B-H with threshold of 0.05 means that 5% of significant results are false positives  
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Experiment Review
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Good Needs Improvement

● Agents evaluated offline at intervals as 
recommended in [1]

● Mostly small adjustments from DQN paper
● BH procedure to control false positive rate

● Individual t-tests assume normality
● Compare against original DQN results but 

make modifications
● Hyperparameter selection not explained
● Ambiguous experiment details
● Missing error bars
● Some conclusions seem unjustified

[1]:https://arxiv.org/abs/1904.06979



Conclusion
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