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Overview

1. What’s the problem?
2. Review some previous work
3. What we’re doing about it



What’s the problem?

Why doesn’t using NN function approximation with 
Q-learning “just work”?

● Experience replay 🤮
● Target networks 🤮🤮
● Feature engineering 🤮🤮🤮



What’s the problem?

(Ghiassian et. al 2020)
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Previous work
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Interference
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What’s “interference”?

(Liu 2019)

...how does the error at (si, ai) change?After learning (st, at)...



● There’s a problem with NNs as FAs in RL
○ But workarounds exist (ER, preprocessing, sparsity)

● Some potential causes have been studied
○ But we want to dig deeper

So far we know...
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Some results on a tiny environment



“1D” Environment

s = 0 s = 1s = 0.1

...
r = -0.1 r = -0.1
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Next Steps

- Deeper look into interference
- Check TC-Linear vs TC-NN
- Comparison of capacity and non-IID training for TC-Linear 

vs. TC-NN vs. NN
- Check if other NN architectures can break incorrect 

generalization directly
- Setting: prediction problem + MountainCar



Wrap Up

● Figure out why NNs don’t work with Q-learning
● Previous research looked at some possible causes
● We’re looking deeper into it



Thank you.

Questions?
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